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Abstract  

 
Pragmatic modeling of a chemical system requires a method that will produce results of desirable accuracy while 

avoiding excessive computational cost. This process begins by specifying the size and type of atomic orbital basis 

set to be used. In general, as the number of orbitals increases so does the accuracy of the computed energies. 

Unfortunately, this increase in basis set size comes with severe memory and time requirements. Yet it is possible to 

truncate the number of orbitals and defray costs, while retaining a high level of accuracy, if an appropriate type of 

orbital is chosen. While it seems appropriate to choose a molecular orbital basis that is optimized with regards to 

energy considerations, their slow convergence when modeling the instantaneous repulsion between electrons makes 

them effete for truncation purposes. As an alternative, natural orbitals have enjoyed considerable popularity. Of 

course, before natural orbitals can be used to model a chemical system, they must first be generated. While 

expensive in the exact case, an approximate one-electron reduced density matrix can be quickly constructed with the 

aid of multi-reference Møller-Plesset perturbation theory. Once the density matrix is diagonalized, the acquired 

eigenvectors represent the desired natural orbitals and each associated eigenvalue corresponds to the probability of 

finding an electron in that orbital. These probabilities have the desirable property of providing an intuitive scheme 

for ordering the orbitals according to their importance in the electronic wave function, making the acquired natural 

orbitals a logical choice for a one-electron basis as they facilitate the truncation of orbitals. Yet traditional methods 

for generating natural orbitals are incompatible with the computation of global potential energy surfaces and the 

prediction of transition state geometries that are difficult to characterize experimentally. The procedure advocated 

here overcomes this shortcoming by including multiple electronic configurations as references and fixing the 

number of retained orbitals after considering both occupation numbers and molecular symmetries. The accuracy and 

robustness of the method is assessed by modeling simple bond cleavage and triatomic reactions. When compared to 

calculations employing standard (and large) basis sets, this selection scheme yields potential energy surfaces with 

high accuracy at a significantly reduced computational cost. 
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1. Introduction 

 
The behavior of electrons governs the vast majority of chemical processes. For that reason, a method able to 

simulate the interactions between electrons beyond the mean-field approximation can be used to accurately predict 

the properties of novel systems, investigate transition states that are difficult to study in a laboratory setting, or test 

the efficacy of scientific models by comparing computational and experimental results. Furthermore, correlated 

methods that incorporate the effects of instantaneous electron repulsion can reliably analyze the various electronic 

states accessible to a system and provide valuable insight into physical phenomena. A commendable example is the 

study of the glycine-cytosine base pair by Sauri et al.
1
 The authors used a relatively expensive correlated method to 
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produce a potential energy surface (PES) for the system in vacuo before complementing the calculation with 

quantum and molecular mechanical methods to simulate the expected biological environment. These techniques 

aided in the proposal, analysis, and comparison of three competing proton/hydrogen transfer mechanisms. This is 

one example illustrating the utility of molecular modeling, although the theories and programs implemented by 

Sauri et al. are applicable to a variety of other systems and subfields of chemistry. In addition, the method employed 

above is only one of the numerous computational techniques that electronic structure theorists have developed to 

determine chemical properties of molecules. These methods are designed to meet the needs of chemists; the 

archetypical example is the demand for greater accuracy that led to new, correlated methods with heavy 

computational requirements. While this increase in accuracy is desirable, it necessitates the investigation of 

procedures for defraying costs. For that reason, the worth of new methods is judged in terms of accuracy and 

efficiency, yet care should be taken in how these two criteria are evaluated. 

   The computational efficiency of a given method is assessed according to its time and memory requirements, 

whereas accuracy is often evaluated through the variational principle. For a variational method, any approximate 

solution will be an energetic upper bound to the exact solution
2
.  In the context of electronic structure methods, this 

means that as an atomic orbital (AO) basis set approaches completeness, infinite size, and a more accurate method is 

employed, the energy of the approximate solution converges to the exact energy from above. As the system’s energy 

is of interest, the electronic Schrӧdinger equation must be used, but it is important to note that its solutions can take 

the form of either wave functions or electron densities
3
. The latter alternative provides the rationale for density 

functional theory, which has become a popular choice for the modeling of otherwise prohibitively large systems. 

Unfortunately, even some of density functional theory’s most popular functionals rely on empirical parameters
4
 and 

can obscure important insights into a system’s electronic structure and bonding
5
. Unlike density functional theory, 

the accuracy of wave function methods can be systematically improved by using more sophisticated models for 

electron correlation and larger basis sets that allow for greater flexibility in the orbitals, both of which entail an 

increase in computational cost. The purpose of the present work is to show how the bottle neck associated with the 

AO basis set size can be partially circumvented, while still acquiring accurate results, by transforming the virtual 

orbitals employed in a correlated calculation. 

   The tabulated AO basis sets employed in conventional applications are obtained by minimizing atomic energies 

and offer a compact representation for the electronic structure of atoms. However, their use in molecular modeling 

introduces redundancies and AO basis sets are not optimal (from the perspective of being compact) for the 

description the electronic structure of molecules. This means that the one-electron (orbital) basis is unnecessarily 

large. If the basis can be altered such that the majority of the electronic information is held by relatively few orbitals, 

then those of less consequence can be removed with impunity; nevertheless, an appropriate criterion must first be 

selected to order the orbitals before a truncation can take place. In this work, natural orbitals (NOs) are advocated 

because they are eigenvectors of the one particle reduced density matrix. The corresponding eigenvalue of an NO, 

referred to as its occupation number, is interpreted as the probability of that orbital being occupied. For a two-

electron system, NOs have been shown to outperform any other orbital basis
6
. Although no such proof has been 

given for many-electron systems, it is reasonable to suspect that the NOs of lowest probability provide the least 

contribution to the electronic wave function and their elimination allows for the bypassing of inconsequential 

configurations. This expectation is further motivated by the Eckart-Young theorem
7
, which states that approximating 

a matrix by reducing its rank incurs the least error when the smallest singular value of its decomposition is made 

zero. In the case of the density matrix, the singular values of its factorization are the occupation numbers. Therefore, 

a truncation of the set of unoccupied orbitals, also referred to as the virtual space, by removing the NOs of lowest 

occupation promises to be an effective approach and has already been implemented in single point calculations
8-9

.  

For applications that aim to describe molecular properties at the equilibrium geometry or to determine reaction 

energies by taking differences in the energies of products and reactants, eliminating NOs with occupation numbers 

below a user-specified threshold significantly reduces computational costs and provides reliable results
5
. 

   Nonetheless, there are several applications, such as the description of transition states, that necessitate the accurate 

modeling of the entire PES, and a simplistic truncation scheme based on occupation numbers alone is inadequate in 

these contexts. The reason for this is that the occupation of an orbital depends on the underlying nuclear coordinates; 

therefore, both the number and symmetries of retained orbitals are liable to change along a surface. Discontinuities 

in the basis prevent the generation of a smooth surface and suggest the presence of an unphysical force. To alleviate 

this problem and keep the discontinuity in the energy nearly negligible, the occupation threshold could be kept very 

small; however, such an approach is not desirable as it results in increased computational cost. A more pragmatic 

approach is to retain a set number of virtual orbitals; if point group symmetry is considered, this implies that the 

number of virtual orbitals for each irreducible representation (IRREP) of the point group is kept constant. While not 

common, previous work indicates that such a truncation scheme provides a basis for correlated calculations that is
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superior to alternatives of the same size
10

. By supplementing this procedure with an orbital-following protocol that 

utilizes the overlap between NOs at adjacent molecular geometries, it is possible to keep the number and character 

of retained NOs uniform across a smooth PES. 

   In this work, the discussion of the underlying theory and equations for the construction of NOs is followed by a 

discussion of our specific implementation in GAMESS
11

. The paper is concluded by applications of the proposed 

truncation method to systems with challenging electronic structures. The relatively small size of the chosen 

examples allows for comparisons between the results with and without truncation and enables the quantitative 

assessment of the truncation method’s utility. Nonetheless, the method presented here is quite general and offers a 

promising approach for decreasing the computational burdens associated with large-scale applications. 

 

 

2. Theory 
 

2.1. Essential Concepts 
 

Although the electronic Schrodinger equation has been known for almost a hundred years, the interactions between 

electrons render the computation of exact solutions impractical and made necessary the development of several 

methods to compute approximate solutions. The simplest ab initio methods, such as Hartree-Fock theory, rely on the 

assumption that the wave function can be expressed as a single configuration in which the electrons occupy the 

lowest-energy orbitals. A consequence of this is that the single-configuration approximation yields an effective one-

electron Hamiltonian (the Fock operator) where each electron interacts with the average electric field generated by 

the remaining N-1 electrons, where N is the total number of electrons in the molecule. This approximation is 

adequate for most molecules near their equilibrium geometries where there is a clear energy separation between the 

occupied and unoccupied orbitals. However, there are several scenarios, including transition metal compounds and 

bond cleavage, where the single-configuration approximation breaks down. As an example, consider the homolytic 

dissociation of molecular hydrogen in the gas phase. It can be shown
12

 that the Hartree-Fock wave function, 

described by the σg
2
 configuration, introduces ionic terms into the wave function at the dissociation limit where the 

σg and antibonding σu orbitals become degenerate. To provide a qualitatively correct description of the wave 

function and eliminate the ionic contamination requires the inclusion of a second, σu
2
, configuration into the wave 

function. The inability of a single configuration to adequately characterize the wave function arises in a variety of 

electronic structure contexts and is known as static correlation. To correctly capture static correlation effects, a 

multi-configurational approach is needed to address near degeneracies between configurations. Similar to Hartree-

Fock methods, these techniques minimize the energy by varying orbital parameters according to a mean-field 

approximation; unlike Hartee-Fock theory, the possible configurations are also parameters in the wave function
2
. 

   Individual selection of the chemically significant configurations requires insight and experience for even the 

simplest cases, and, as systems become larger, quickly becomes untenable. Alternatively, the complete active-space 

self-consistent field (CASSCF) method provides a means to substitute knowledge of the important configurations 

for that of important orbitals. This is achieved by partitioning the orbitals into three classes (Figure 1). The first class 

contains the low-energy doubly-occupied orbitals, while the third set of orbitals, denoted virtual orbitals, consists of 

the high-energy orbitals that are unoccupied in the CASSCF wave function. The active space contains those orbitals 

that are expected to be important in describing the multi-configurational character of the wave function, and is 

denoted (Na, na), where Na and na are the number of electrons and orbitals, respectively. For bond cleavage, the 

active space must contain the bonding and antibonding orbitals corresponding to the bonds being broken/formed, 

however, certain cases require the expansion of the active space size beyond this minimum. Larger active spaces 

yield greater accuracy, but also lead to significant increases in computational cost as every permissible permutation 

of the active electrons among the active orbitals is included in the CASSCF wave function. Thus, to improve upon 

the CASSCF results requires alternative strategies. 

   To include the dynamic correlation effects associated with the instantaneous repulsion between electrons, 

correlated multi-reference methods augment the CASSCF wave function by including excited configurations 

obtained by promoting electrons from active to virtual orbitals. The configurations may be classified according to 

their excitation level relative to the CASSCF wave function, which specifies the number of promoted electrons; for 

example, the configuration obtained by promoting three electrons from active to virtual orbitals would be classified 

as a triply-excited configuration. Note that the number of configurations with m electrons promoted to virtual 

orbitals scales as O(nv
m
), where nv is the number of virtual orbitals. Since the Hamiltonian is a two-electron operator, 

only singly- and doubly-excited configurations interact directly with the reference CASSCF wave function, and 
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most correlated multi-reference methods, such as multi-reference configuration interaction with single and double 

excitations (MRCISD), only include these configurations
2
. These multi-reference correlated methods produce highly 

accurate PESs
13

 but are computationally expensive. For a given active space size, the scaling of the memory 

requirements and computational cost of MRCISD (O(nv
2
), and O(nv

4
), respectively) limit its applicability to 

medium-sized AO basis sets. Nevertheless, the applicability of MRCISD and other multi-reference methods can be 

extended by reducing the dimensionality of the virtual space. In molecular applications, the underlying AO basis is 

transformed into a molecular orbital (MO) basis before attempting truncations. These MOs are also often referred to 

as canonical orbitals since they are eigenvectors of the Fock operator and are ordered according to increasing orbital 

energy. Based on arguments from perturbation theory, a simplistic approach is to discard the high-energy CASSCF 

MOs prior to a correlated calculation; however, as will be shown in section 3.1, this approach is generally 

unsuccessful. On the other hand, an improved truncation criterion arises from transforming the AO basis to NOs. 

 

2.2. Approximate Natural Orbitals 

 
The transformation of virtual orbitals from atomic to canonical or natural orbitals is validated by the fact that any set 

of vectors related to an existing basis set by a unitary transformation corresponds to an equivalent choice of basis. 

However, obtaining this transformation matrix for constructing the NOs requires the one-electron reduced density 

matrix, which in the exact case requires foreknowledge of the exact electronic wave function. The challenge, then, is 

to construct an approximate wave function with a method that captures the important electronic features of the 

system, has low computational cost, and is sufficiently robust for use in a range of chemical systems. The long 

history of NOs in configurational interaction methods
6
 suggests MRCISD could be used for that purpose, however, 

prior work in our group demonstrates that the construction of such an accurate density matrix is unwarranted. 

Instead, the method presented in this paper uses a significantly cheaper method based on second-order perturbation 

theory to construct an approximate density matrix. Using a Møller-Plesset (MP) type expression, the amplitudes 

(   
  ) of doubly-excited configurations

14
 are given by 
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where indices i and j denote occupied orbitals, and virtual orbitals are denoted with indices a and b. An example of 

such a doubly-excited configuration is shown in Figure 1. ɛk is the orbital energy for orbital k, and (ai|bj) represents 

a two-electron integral
2
 related to the repulsion between electrons. Given the MP-type amplitude expression in Eq. 

(1), an element of the virtual-virtual block of the variational density matrix is given by 
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Due to the expression of the amplitudes in Eq. (1), an important consequence is that both orbital energies and 

electron-electron repulsions are incorporated in the construction of the density matrix according to Eq. (2). Thus, its 

eigenvectors, the NOs, offer a more sophisticated parameterization of the virtual space than conventional (canonical) 

MOs. From Eq. (2) it is apparent that constructing the virtual block of the density matrix scales as O(no
2
nv

3
), where 

no is the number of occupied orbitals. As the scaling is less severe than that of computing the MRCISD wave 

function, construction of D
(2)

 is not expected to significantly increase the computational effort. Nonetheless, for 

large molecules with many occupied orbitals, Eq. (2) can become demanding. To alleviate this, we decompose the 

summation over i and j into two sums, symbolically denoted as ij  i + ij. The first, restricted sum (i=j), only 

includes those terms that correspond to double excitations from the same occupied orbital, whereas the second sum 

only considers those amplitudes that result from  promoting electrons from different occupied orbitals. Neglecting 

the second summation yields an approximation for computing the density matrix 

 

 

       ̃  
( )
 ∑    

     
  

                      (3) 
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Since Eq. (3) only incorporates a restricted class of configurations, we will refer to Eq. (3) as the restricted 

approximation. Note that, in addition to scaling linearly with the number of occupied orbitals, computing   ̃( )  
requires the evaluation of a significantly smaller number of two-electron integrals in Eq. (1).  Clearly the form in Eq. 

(3) is preferable and has been implemented in computational suites such as MOLCAS
5
. Despite its utility, to the best 

of our knowledge, the accuracy of the restricted approximation has not been investigated in the literature but will be 

tested here. 

 

 
 

 

Figure 1. definition of orbital classes in the CASSCF and MRCISD wave functions. The doubly-excited 

configuration formed by an excitation from occupied orbitals i/j to virtual orbitals a/b is shown by grey lines. 

 

2.3. Details Of Implementation 
 

All relevant subroutines were written in the Fortran90 programming language and interfaced with GAMESS. The 

NOs are computed by diagonalizing the density matrix using LAPACK
15

 subroutines. In the current implementation, 

the use of NOs is supported for the MRCISD and second-order multi-reference Møller-Plesset perturbation 

(MRMP2) subroutines of GAMESS, although it can be interfaced with other correlated methods as long as canonical 

orbitals are available. Abelian point-group symmetry is enforced throughout the construction of the density matrix. 

Therefore, the density matrix is block-diagonal and only those elements for which virtual orbitals a and b belong to 

the same IRREP need to be calculated. Enforcing point-group symmetry has several advantages. The block-diagonal 

form prevents the mixing of orbitals with different symmetries and reduces the time associated with diagonalizing 

the density matrix. Once the NOs are constructed, the virtual space is truncated according to user-specifications. 

Although the selection scheme based on occupation threshold is supported in our implementation, most of the results 

shown in Section 3 utilize the truncation scheme based on the number of orbitals. For molecules that belong to a 

point group with more than one IRREP, this requires the number of orbitals per IRREP to be specified. One and 

two-electron integrals in the NO basis are computed from the AO integrals with the internal transformation 

subroutines of GAMESS. 

   At the first nuclear geometry of the PES, usually the equilibrium geometry, the set of NOs to be retained is 

decided solely by the user’s input and the employed selection scheme. In order to ensure the character of the NOs 

varies smoothly along the PES, an orbital-following scheme based on the overlap between NOs   and  (    ) 

 

 

          ∑     
                                     (4) 

 

 

has been implemented.      is the overlap between AOs i and j at the different molecular geometries. Assume that, at 

some reference geometry of the PES, the set of orbitals, øα, included in the correlated calculation is available. At the 

next nuclear conformation, the full set of NOs {} is computed by diagonalizing the density matrix. For each øα, its 
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overlap with all NOs from the previous geometry is computed, and the NO to be included is obtained by selecting øβ 
for which      is largest. This process maximizes the similarity between the set of NOs, and repeating this selection 

scheme at each point along the PES ensures that the character of the NOs included in the correlated calculation is 

uniform across the PES. 

 

 

3. Results and Discussion 
 

3.1. Accuracy Of Approximate Natural Orbitals 

 

For a truncation criterion to be effective, it must be capable of transforming the orbital basis set such that a 

substantial percentage of the virtual space can be removed with little loss of accuracy.  One way of assessing this 

attribute is to run a series of calculations in which the underlying chemical system, N2 for the example shown in 

Figure 1, remains unchanged, but the number of virtual orbitals in the correlated calculation is gradually reduced. If 

the resultant energy converges to the full basis limit with only a small percentage of the virtual space, then the 

criterion demonstrates promise for general implementation. As stated previously, truncating the virtual space in 

canonical form is not ideal, but a comparison between energy-based and occupation-based truncations is insightful. 

 

 
 

Figure 2. MRMP2 energies for N2 relative to the full basis are shown. Diamonds correspond to points using the 

restricted approximation and circles to the unrestricted. The canonical results are represented by triangles. 

 

   Using molecular nitrogen as an example, the MRMP2 energy was calculated at the equilibrium bond distance
16

 

using the cc-pVQZ
17-18

 AO basis set. The (6,6) active space consists of the bonding and antibonding orbitals formed 

from the 2p nitrogen AOs, and all valence electrons are correlated in the MRMP2 calculations. The NO results 

(restricted and unrestricted) are obtained by systematically increasing the occupation threshold to reduce the size of 

the virtual space. In contrast, calculations performed in the canonical basis employ the lowest-energy orbitals such 

that the number of virtual orbitals in each IRREP is the same as in the unrestricted NO calculations. It should be 

noted that, regardless of whether natural or canonical orbitals are used in the virtual space, the doubly-occupied and 

active orbitals are the same in all calculations. 

   Both sets of orbitals, natural and canonical, approach the same energy in the limit that all virtual orbitals are 

retained in the correlated calculation (Figure 2). Since the MRMP2 energy is invariant to rotations between active 

orbitals, and the NOs are obtained from the canonical ones by such rotations, the limiting behavior of the curves is 

as expected. The important distinction between the orbital bases is that the occupation criterion provides a much 

more rapid and smoother convergence than the energy criterion. For instance, with only fifty percent of the virtual 

space retained, the error introduced by the NOs has dropped to roughly a quarter of the error incurred by the 

canonical alternative. The behavior at the fifty percent mark is of special significance as the number of orbitals 

retained corresponds to roughly the same number of orbitals as the cc-pVTZ
17-18

 AO basis. In addition, there appears 

to be little difference in the convergence provided by the NOs constructed using the unrestricted  ( ) from Eq. (2) 

and the restricted  ̃( ) from Eq. (3). The same trend was observed in other systems (results not shown here), 



806 
 

indicating that the use of  ̃( ) to compute approximate NOs yields accurate results. Thus, the remaining applications 

presented in this work utilize approximate NOs. 

 

3.2. Accuracy Of Ground-State PESs 
 

There are several NO-based truncation schemes to ensure that the dimension of the virtual space is constant along 

the PES. For example, one could determine the number of virtual orbitals with occupation numbers above some 

threshold for the entire PES, and then select the dimension of the virtual space such that no NO with an occupation 

number above the threshold is excluded from the correlated calculation of the PES. A major shortcoming of such an 

approach is that it presumes knowledge of the entire set of molecular geometries that need to be considered in the 

correlated treatment. This is often not the case, such as in ab-initio on-the-fly dynamics simulations where the 

relevant geometries are not known ahead of time. The systematic truncation scheme presented here alleviates this by 

selecting the dimension of the virtual space without using a threshold based on occupation. In this scheme, the NOs 

are computed in a large standard AO basis set (cc-pVQZ in this work), and the dimension of the virtual space is 

reduced to that of a smaller AO basis set (cc-pVTZ in this work). To clarify the discussion, the convention X/Y 

denotes a calculation that employs the standard AO basis set X and restricts the dimension of the virtual space to a 

size equivalent to that of a smaller AO basis set denoted Y. Thus, a calculation that employs the cc-pVQZ basis set 

and does not truncate the virtual space prior to a correlated calculation is denoted QZ/QZ, while the truncation 

scheme adopted in this work is denoted QZ/TZ. 

   To demonstrate the utility of the proposed truncation scheme, the ground-state PES of hydrogen fluoride at the 

MRCISD level of theory was computed. Starting from RHF=0.8Å, the PES was computed on the interval 

0.6 RHF 3.0Å in 0.1Å increments. The (6,6) active space consists of the 3-4a1, 1-2b1, and 1-2b2 orbitals and all 

valence electrons are correlated at the MRCISD level. The small size of the system allows the quantitative 

comparison of the truncated calculations and calculations in the full virtual space. As expected for a variational 

method, the TZ/TZ (36 virtual orbitals) energies are above the QZ/QZ (77 virtual orbitals) energies, and the QZ/TZ 

(36 virtual orbitals) are in significantly better agreement with the full QZ/QZ results (Figure 3a). Relative to the 

QZ/QZ PES, the maximum errors for the TZ/TZ and QZ/TZ PESs are 34.2 mH and 12.7 mH, respectively. 

 

 

 
 

Figure 3.  MRCISD PESs for hydrogen fluoride (a) calculated with the QZ/QZ (dash), TZ/TZ (dot), and QZ/TZ 

(solid) bases. The deviation of the QZ/TZ results from the full reference are shown (b) with (triangle) and without 

(diamond) orbital following. 

 

Although the QZ/TZ PES in Figure 3a appears to be smooth to a cursory investigation, a close inspection (Figure 

3b) indicates the presence of unphysical discontinuities. These discontinuities are undesirable as they can adversely 

affect molecular properties, such as vibrational frequencies, that depend on derivatives of the energy with respect to 

nuclear coordinates. Although the dimension of the virtual space is restricted to be constant in the present scheme, 

the character of the NOs in the virtual space may change since the NOs are ordered according to descending 

(a) (b) 
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occupation numbers. Thus, the character of orbitals in the virtual space may change if the occupation numbers of 

retained and eliminated NOs switch between two nearby geometries. Indeed, the drops in the error of the QZ/TZ 

energies at 1.4 and 2.6 Å can be traced back to such artificial orbital switches. To eliminate these artifacts, the 

orbital-following procedure outlined in Section 2.3 was applied with the initial set of NOs determined near the 

equilibrium bond length (R=0.9 Å). Although the maximum error in the QZ/TZ is not affected by the orbital-

following protocol, the corrected surface is smoother and (Figure 3b) the non-parallelity error, defined as the 

difference between the maximum and minimum error relative to the QZ/QZ PES, is decreased by nearly a factor of 

two from 4.7 mH to 2.5 mH. 

   The data in Table 1 demonstrate the computational improvements offered by the proposed truncation scheme. 

Since the dimension of the virtual space is the same for the TZ/TZ and QZ/TZ calculations, the nearly identical 

times for computing the PES indicates that construction of the NOs incurs marginal additional computational cost. 

At the same time, due to the more flexible AO basis set, the QZ/TZ results are more accurate as evidenced by the 

smaller non-parallelity errors. Relative to the QZ/QZ calculations, both the TZ/TZ and QZ/TZ computations require 

an order of magnitude less time due to the relatively steep scaling (O(nv
4
)) of the computational effort of MRCISD 

with the number of virtual orbitals. Additionally, because the memory requirement of MRCISD is on the order of 

O(nv
2
), the truncated calculations also offer the possibility of treating larger molecular systems. 

 

Table 1. the time requirements and accuracy of hydrogen fluoride surfaces calculated with different bases at the 

MRCISD(6,6) level of theory. 

 

 

 

 

 

 

 

 
 

3.3. Accuracy Of Excited-State PESs 

 

The formation of beryllium hydride by means of a C2v insertion is dependent upon two parameters (Figure 4a), the 

distance from beryllium to the center of mass of the hydrogens (RBe-H
2
) and the distance between the hydrogen 

atoms (RH-H). However, the generation and analysis of a PES is greatly simplified by introducing an implicit 

dependence between the two parameters as in the work of Purvis et al.
19

 To establish the dependence of RH-H  on 

RBe-H
2
, the equilibrium geometry for collinear BeH2 and H2, as well as the transition state are optimized at the 

CASSCF level of theory with a (4,6) active space that includes the 2-4  , 1  , and 1-2   orbitals. The reaction 

pathway is then defined as two straight line segments in terms of RH-H  and RBe-H
2
(Figure 5a). The first line segment 

passes through the collinear equilibrium geometry and the transition state geometry. For  RBe-H
2
>1.647 Å, the second 

line segment is a vertical line. Although this PES does not correspond to the minimum energy C2v path which would 

require repeated geometry optimizations, it does capture the complicated electronic structure near the transition state 

geometry.  

  Time NPE 

Basis (hours) (mH) 

TZ/TZ 3.4 5.1 

QZ/TZ 4.0 2.5 

QZ/QZ 41.9 - 
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Figure 4. In the reaction coordinate diagram (a) for BeH2, the dark lines represent the reaction pathway, while the 

dashed lines are extensions of the vertical line segment and the line segment connecting the transition state to the 

product. PESs of the ground (diamonds) and first excited state (squares) of A1 symmetry are shown (b) where the 

QZ/TZ results are represented by symbols and the QZ/QZ by lines. 

 

   To assess the proposed truncation scheme’s utility in simultaneously modeling multiple electronic states, state-

averaged CASSCF calculations, with equal weights for the three lowest-energy 
1
A1 states, were performed to 

construct the NOs. The active space is the same as mentioned previously, and all electrons are correlated in the 

MRCISD calculations.  The avoided crossing near the transition state geometry between the two lowest-energy 
1
A1 

states is apparent in Figure 4b. Despite the complex nature of the electronic structure problem, the QZ/TZ truncation 

scheme accurately captures the qualitative features of the PES for both the ground and excited states. The 

quantitative agreement with the QZ/QZ results even without orbital-following is encouraging; the NPE for the 

ground- and excited-state PES is 3.8 and 3.4 mH, respectively.  

 

 

4. Conclusion 

 
The ultimate goal of electronic structure theory is to accurately model chemical systems and predict their properties. 

In many cases, this requires the computation of a global PES. Although multi-reference methods accurately capture 

the features a molecular PES, the steep computational scaling of these methods with the number of virtual orbitals 

limits their applicability to medium-sized molecules. Thus, to expand the applicability of these methods to larger 

molecules and establish electronic structure theory as a viable predictive tool, the development of novel methods 

with improved scaling properties or the implementation of approaches that employ a small fraction of the full virtual 

orbital space with minimal loss of accuracy is necessary. 

    For the latter purpose, NOs have shown considerable promise. Indeed, calculations with a limited number of NOs 

show that the computed energies converge to the exact results much faster than do calculations employing canonical 

orbitals. Thus, the use of NOs offers a method for eliminating a possibly large fraction of the virtual space while 

introducing only marginal errors. Furthermore, since computing the MP-type density matrix and the NOs does not 

require a significant amount of time, these truncation schemes allow for the computation of accurate energies at a 

significantly reduced cost. Inspired by ideas related to the hierarchy of standard AO basis sets in the literature, we 

propose a relatively aggressive truncation scheme. The essential idea is to compute the virtual orbitals in a large AO 

basis set and select the dimension of the virtual space such that its size is equal to the full virtual space of a smaller 

AO basis set. For the basis sets employed in this study, the truncation eliminates approximately fifty percent of the 

virtual orbitals. 

    The results presented here indicate that NOs are amenable to the generation of smooth global PESs by fixing the 

number of virtual orbitals and using an orbital-following protocol to ensure that the character of the virtual orbitals 

is continuous along the PES. Timings indicate that the construction of the NOs does not require significant 

additional computational effort. In the case of hydrogen fluoride, as measured by the NPE, the QZ/TZ surface’s 

NPE is almost a factor of two better than the PES computed using a standard AO basis set with the same number of 

virtual orbitals. Applications to model the C2v insertion path in BeH2 indicate that truncation scheme reliably 

(a) 
(b) 
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predicts changes in the electronic structure of several electronic states, including the avoided crossing between the 

two lowest-energy states of A1 symmetry. Despite the aggressive truncations employed, the PES for the ground and 

first excited state are accurately reproduced, as shown by the small NPEs. Additionally, as indicated by the nearly 

indistinguishable results from computations employing the restricted ( ̃( )) and unrestricted ( ( )) density matrices, 

the use of approximate NOs is justified.  

   Taken together, these results are very encouraging; nonetheless, the development of approaches to estimate the 

energy errors introduced by the truncation is desirable. The error may be established by energy extrapolations 

similar to those employed in methods for estimating the complete basis set energy. Alternatively, akin to composite 

methods, the error may be estimated using methods for which computing the energy in the full and truncated virtual 

space is relatively inexpensive. At this point, it is not clear which estimation method is superior and this remains a 

topic for ongoing research in our group. Additionally, the current implementation requires the computation of the 

CASSCF wave function, and as such, requires several iterations. Depending on the size of the active space, the time 

for these iterations can be a sizable fraction for the total computation time. Since the exact form of the NOs is not 

crucial, the use of methods that approximate the CASSCF wave function could lead to significant savings in terms 

of time. The use of improved virtual orbitals of Freed and coworkers
20

 is quite promising in this regard since it is not 

an iterative process, and the cost of computing these orbitals is equivalent to a single iteration of the CASSCF 

method. Future research will consider their implementation in conjunction with NOs. 
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