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Abstract 

 
Chip multi-core processors consume a large portion of system’s total power. A core contains periods of internal 

computation and communication during an execution of an application. In the periods of communication, core requests 

data from the memory during which it remains in an idle state until it receives the requested data. The waiting time of 

the cores provide an opportunity to save energy by reducing the voltage and frequency at the cost of performance 

degradation. Dynamic voltage and frequency scaling (DVFS) is a technique that predicts voltage and frequency based 

on the computation and communication characteristics of a running application on the multi-core system. We integrate 

a history-based DVFS methodology with Gem 5, a full system cycle accurate simulator, to investigate the maximum 

energy efficiency gained by this methodology for various computation and communication intensive applications. We 

measure the intensity of CPU-bound and memory-bound portions of the applications periodically during the runtime. 

The CPU-bound portions are the busy utilizations of the processor cores, and the memory bound portions are the 

utilization of the memory, that is the amount of the data requests the memory receives from the CPUs (cores). We aim 

to compute the prediction accuracy, which is the tracking distance between the voltage and frequency (predicted by 

the methodology) and the actual CPU-bound/memory-bound intensity of a program in each time period. We compare 

the proposed history-based DVFS methodology with a simple history based DVFS methodology. The latter adjusts 

the voltage and frequency solely based on the core’s busy utilization for the past few time periods, while our proposed 

DVFS methodology adjusts voltage and frequency based on the core’s busy utilization as well as the memory 

utilization for the current and past few time periods. We evaluate these methodologies in terms of energy savings 

(energy reduction) and execution time penalty (performance degradation) compared to the non-DVFS setup. 
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1. Introduction 

 
Power consumption of microprocessors has led to a major concern regarding the battery life and the temperature of 

processors1, 2. The increase of the temperature in a processor leads to cooling cost increases, impacting the operational 

costs. High power consumption would also affect the environment concerning the increase in the production of the 

electricity.  

   Dynamic voltage and frequency scaling (DVFS) is a power management technique, and it adjusts the voltage and 

frequency of a processor based on the intensity of an executed workload2. By implementing DVFS methodologies for 

multi-core processor architecture during idle cycles, voltage and frequency can be lowered to reduce the power 

dissipation with minimal impact on performance degradation.   

   History based DVFS methodologies improve the energy efficiency of a multi-core system by predicting the future 

behavior of the workload and adjusting the voltage and frequency for each core during runtime of the workload 

(benchmark). In this paper we compare and evaluate two history based DVFS methodologies for various benchmarks 

to adjust voltage and frequency based on the amount of busy and idle portions of the core in a time period. The 

improved history based DVFS that we propose, considers core’s and network’s history of busy utilization in order to 

predict per-core voltage and frequency levels during the execution time of a benchmark. We compare the improved 

history based DVFS with a simple history based DVFS; the latter adjusts the voltage and frequency solely based on 

core’s history of the busy utilization. The paper is organized as follows. Section 2 describes related works that were 

previously studied. In section 3 we explain the two history based DVFS methodologies. In section 4 we describe the 

experimental setup. In section 5 we analyze our experimental results. We conclude our results in section 6. 

 

 

2. Related Work 

 
Several previous studies investigated history based DVFS methods to adjust voltage and frequency of the processors 

and their interconnecting network. Rahimi et al. proposed a history based dynamic voltage scaling scheme (DVS) for 

NoC architecture by estimating future network loads based on past and current link utilizations3. According to the 

predicted link utilization level, link voltage is adjusted to higher/lower. Rahimi et al. reported 17% energy delay saving 

from this proposed technique compared to a system with a fixed voltage at 1.0 vdd. Ababei et al. proposed that a 

history based DVFS is applied at the router level5 by considering link utilization and buffer utilization to measure the 

network congestion. Link utilization and buffer utilization were predicted based on the weighted average of previous 

and current corresponding utilizations. Depending on the congestion of neighboring routers, decisions are made to 

predict buffer utilization and link utilization, and the DVFS algorithm determines whether to increase or decrease the 

frequency of a router to handle the load. Shang et al. incorporated similar history based DVFS approach with links to 

minimize power consumption of interconnection networks6. The results show 4.6-fold increase in power savings on 

average, with a small impact on performance. Liang et al. proposed an adaptive controller mechanism for the on-chip 

communication network and compared with a fixed high frequency network4. The proposed technique considers past 

load (number of data packets) and frequency in the network, and adjusts the voltage and frequency of the entire 

network to operate below a saturation point, which is defined as the maximum network load when packet delay is 

stabilized in transmission. Based on the comparison of the saturation point and the predicted network load, the 

frequency is increased or decreased. The adaptive controller mechanism was found to be more power efficient 

compared to a fixed high frequency network. Isci et al. and Choi et al. considered history intervals to capture the 

behavior of the computational workload to adjust the voltage and frequency of the processor7, 8.  In 7 a history table is 

used to track the patterns of previously observed phases to deduce the behavior of the future phase during the runtime. 

The predicted behavior from the history table is used to translate to one of the 6 DVFS setting. The chosen setting is 

then used to adjust the voltage and frequency of the processor. Energy delay product (EDP) is used to evaluate the 

performance of the DVFS approach. The experiment results show that by using the proposed history table, the EDP 

was improved. A frame based history is proposed in 8, predicts the computational workload for the incoming frame to 

adjust the voltage and frequency of the processor, so that an efficient amount of computing power could be provided 

to decode the frame of a MPEG decoder. Computational workload is predicted by considering average workload of a 

window size (past 6 frames) and a weighting factor. Based on the predicted computational workload, decoding time 

is predicted for the next frame and voltage values are mapped to the selected frequency value. A prediction based 

shutting down method proposed in 10, predicts the idle cycles of the CPU by considering accumulative average of 

previous idle cycles.  The predicted duration value of the idle cycles is compared with a threshold value to determine 
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whether the CPU must keep running or enter the sleep state to save power. In 11, utilization of the core is predicted by 

using a table based predicting structure. The table contains a pattern history length of two entries which is used to 

predict the level of busyness in the next phase. According to the predicted core utilization, one of five available voltage 

and frequency combinations is selected. 

 

 

3. History Based Voltage and Frequency Scaling Techniques 

 
In this section we describe two history based DVFS methodologies which are used to adjust voltage and frequency 

according to the amount of busy and idle cycle in previous time periods (windows). These techniques are referred to 

as history based DVFS and improved history based DVFS. History based DVFS technique predicts core utilization 

for the future window based on the core utilization in the past few windows. The improved history based DVFS 

technique predicts the core utilization for the future window based on the core utilization and network utilization of 

the current and past windows. 

3.1. History Based DVFS  

In the simple history based DVFS technique we compute the core busy utilization for the next window in order to 

predict voltage and frequency in that window. The predicted core utilization is characterized by, 

 

 

      Upredicted
core 

1

𝑛𝑢𝑚_𝑤𝑖𝑛
 ∑ 𝑈𝑖

  𝑐𝑜𝑟𝑒𝑛𝑢𝑚_𝑤𝑖𝑛
𝑖=1       

 

 

  num_win is the number of past windows and 𝑈𝑖
  𝑐𝑜𝑟𝑒  is the utilization of the core in the ith  window. Based on a 

mapping table, voltage and frequency is adjusted similar to 9, where the core utilization falls in a category within the 

table, and the corresponding voltage and frequency pair is assigned to that core. 

3.2. improved History Based DVFS 
Improved history based DVFS predicts voltage and frequency of the core, based on predicted utilizations of the core 

and memory bound network traffic in the current as well as the previous windows. Past utilizations for the core or 

network, 

 

 

      Upast
core/netowrk

  
1

𝑛𝑢𝑚_𝑤𝑖𝑛
 ∑ 𝑈𝑖

𝑐𝑜𝑟𝑒/𝑛𝑒𝑡𝑤𝑜𝑟𝑘𝑛𝑢𝑚_𝑤𝑖𝑛
𝑖=1        




  where Upast

core/network denotes the average of the past busy utilization for the core or network. num_win is the number of 

windows and 𝑈𝑖
𝑐𝑜𝑟𝑒/𝑛𝑒𝑡𝑤𝑜𝑟𝑘

 is the processor/network utilization measure for the ith window. Core utilization is based 

on the core’s busy cycles and network utilization is based on the amount of load and store requests in the core’s local 

queue.
   Predicted core/network utilization is the weighted average of the utilization in the current window and average of the 

utilizations in the past few windows, 

 

 

         Uprediced
core/network   = 𝑊 ∗ 𝑈𝑐𝑢𝑟𝑟𝑒𝑛𝑡

              𝑐𝑜𝑟𝑒/𝑛𝑒𝑡𝑤𝑜𝑟𝑘
+  (1 − 𝑊) ∗ 𝑈𝑝𝑎𝑠𝑡

        𝑐𝑜𝑟𝑒/𝑛𝑒𝑡𝑤𝑜𝑟𝑘
         (3) 

 

 

  where Upredicted
core/network denotes predicted processor/network utilization. W is a weight given to the current utilization 

of the processor/network and it is proportional to the core/network utilization in the current window. Voltage and 

frequency pair for the next window is derived using the weighted average of the predicted core utilization and the 

predicted network utilization, according to,   

 

 



1705 

 

 

      coreV/Flevel 𝑇 ∗ 𝑈𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
                    𝑐𝑜𝑟𝑒 +  (1 − 𝑇) ∗ ( 1 −  𝑈𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

                  𝑛𝑒𝑡𝑤𝑜𝑟𝑘                           (4) 

 

 

   coreV/F level is the predicted core’s voltage and frequency level. Upredicted
core

 and Upredicted
network

 are the predicted 

utilization for the core and network, respectively. T is a constant which is the overall ratio of the computation to 

communication characteristics of the benchmark. The term 1 −  𝑈𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
                  𝑛𝑒𝑡𝑤𝑜𝑟𝑘 helps to capture the computation 

workload through the pending load/store requests that ultimately impacts the core’s busy utilization. 

 

 

 
 

Figure 1. Improved history based DVFS uses the current window (1) and the past two windows (2) as a history to 

predict the core’s voltage and frequency in the next window (3). 

 

As shown in figure 1, the prediction for the next window, [t, t+1], is based on the core utilization and the number of 

the pending loads/stores in the queue (LSQ) for the current window, [t-1, t], as well as the history windows, [t-2, t]. 

 

 

4. Experimental Setup 

 

 

Figure 2. Experimental setup to obtain performance statistics. 

 

We implement our DVFS algorithms in Gem510. Gem5 is a full system simulator designed to capture the runtime data 

for the processor and network.  In our simulations, we use a system with 64 alpha cores running in a Linux based 

operating system. We have used three SPLASH-2 benchmarks, RADIX, FFT, and WATER; that have communication 

and computation characteristics11. Processor level statistics obtained from Gem5 are incorporated in to McPAT (Multi-

core Power, Area, and Timing) to obtain processor level power consumption data. As shown in figure 2 the 

computation and memory reference patterns of cores running the benchmarks optimizes the selection of voltage and 

frequency levels predicted by the history based algorithm. After performing the DVFS, the performance output of the 

runtime of the benchmark is fed to McPAT for estimating the power saving. To track the predicted V/F levels with 

the actual busy utilization of the cores we discretize the utilization into six categories (Figure 4)12. If a core’s utilization 

falls in a range for a given window, that core runs with the corresponding V/F level pair (computed from equation 4) 

for the next window. 

   Benchmarks are run on Gem5 for each experimental window size and these simulations are repeated for up to and 

above hundred thousand window sizes. Voltage and frequency is adjusted based on the predicted utilizations of the 

core and network traffic of each window as described in the section 3. 
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Figure 3. Selecting the optimum window size which 

gives a good balance between energy and time. 

 

Figure 4. V/F levels and the corresponding core’s     

utilization.

 

We evaluate the performance of the history based DVFS and improved history based DVFS techniques by considering 

energy delay product (EDP). EDP weighs energy savings and time equally. Thus, a decrease in energy is “canceled” 

by a proportional increase in time. To reduce the EDP, the relative energy decrease must be greater than the relative 

time increase13. Among the experimented number of window sizes we select a window size range within which a 

minimum EDP is gained. A minimum EDP represents an optimum voltage and frequency. For certain number of 

windows the history gives minimum execution time and maximum energy and vice versa. An optimal windows size 

corresponds to a voltage and frequency pair that strikes a good balance between the execution time and energy 

consumption (Figure 3). 
   We compare the minimum EDP which was achieved within the range of window sizes of history based DVFS 

technique with the minimum EDP which was achieved within the range of window sizes of improved history based 

DVFS technique. 

 

 

5. Results 

 
In this section we analyze our experimental results for RADIX, WATER, and FFT benchmarks. The results help us 

to identify the effect of the window size ranges (in percentage) of history DVFS and improved history based DVFS 

techniques which impact the energy efficiency of the multi-core system. Table 1 compares ranges of window size 

within which a minimum EDP is gained for history based DVFS and improved history based DVFS techniques. These 

percentages of range of window sizes indicate that history based DVFS methodology achieves a minimum EDP within 

a larger window size while improved history based DVFS technique achieves a minimum EDP within a shorter 

window size. 

 
Table 1. Range of percentage of window size within which minimum EDP is gained. 
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Table 2. Comparison of energy efficiency of history based DVFS methodologies for small window size across the 

benchmarks. 

 

 

 

Table 3. Comparison of energy efficiency of history based DVFS methodologies for large window size across the 

benchmarks. 

 

 
 

Tables 2 and 3 compare benchmarks’ performance results for a small and large window sizes, respectively. The energy 

efficiency of a benchmark for each methodology correspond to an optimum window size for that methodology. 

   From table 2 we can observe that within a small window size, improved history based DVFS technique gains a lower 

EDP and from table 3 we can observe that within a large window size, history based DVFS technique gains a lower 

EDP. We can also observe from tables 2 and 3 that the percentage of EDP improvement by improved history based 

DVFS methodology is higher for the small window size compared to the percentage of EDP improvement by history 

based DVFS methodology for the large window size. 

 

 
 

Figure 5. Tracking distance between voltage and frequency (V/F level) and non DVFS (NDVFS) busy utilization 

for small window size. 
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Figure 6. Tracking distance between voltage and frequency (V/F level) and non DVFS (NDVFS) busy utilization 

for large window size. 

 

Lower EDP indicates a more accurate voltage and frequency prediction. To know the quality of the predicted voltage 

and frequency, we measure the tracking distance of the predicted voltage and frequency with the non DVFS core’s 

busy utilization. We use this as a justification on the better EDP gained by one of the aforementioned history based 

DVFS methodologies over the other. Figures 5 and 6 displays the tracking distance between each methodology’s 

voltage and frequency level (V/F level) and non-DVFS busy utilization (normalized) for the small window size and 

the large window size, respectively. 

   From figure 5 it can be observed that for the small window size, improved history based DVFS methodology 

contains a lower V/F tracking distance compared to history based DVFS methodology, while in figure 6 (for the large 

window size), history based DVFS methodology contains a lower V/F tracking distance compared to improved history 

based DVFS methodology. The more the difference between EDPs of history algorithms, the more the tracking 

distance is between voltage and frequency predictions of these methodologies and the non-DVFS core’s busy 

utilization. 

 

 

6. Conclusion 

 
We proposed an improved history based DVFS technique, which by considering the network utilization, and the core 

utilization, predicts future utilization not only based on the past few windows, but also the current window. We have 

compared improved history based DVFS technique with history based DVFS technique which adjusts voltage and 

frequency based on the core’s utilization of only past few windows.  

   Based on the experimental results we find that for small window size, improved history based DVFS technique gains 

EDP saving by 19%, 15%, and 5.7% for RADIX, FFT, and WATER respectively, while for a large window size, the 

history based DVFS technique gains EDP saving by 9%, 0.5%, and 3.6% for RADIX, FFT, and WATER respectively. 

The percentage of EDP improvement for a small window size of improved history based DVFS technique is more 

than the percentage of EDP improvement for a large window size of history based DVFS technique. 
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